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Abstract

In this paper, an integer-valued Lyapunov function o : A — {0,1,2,--- ,n — 1} is first
defined on a dense open subset A of R™. Subsequently, the integer-valued Lyapunov function
is extended to R™ by defining oas(70) = maxX,ecy(zo,5)na o () for all zp € R™. Then the
property of the integer-valued Lyapunov function for a class of totally nonnegative matrices is
investigated. And by using the method of classification, it is shown that o7 (Ax) < o(x) for
allz € A.
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1 Introduction

In 1984, John Smillie[1] considered the following autonomous tridiagonal cooperative or com-
petitive system:
xll - fl(xla $2),

x;:fj(xj—lvxj7xj+1)72§jSn_ly (1)

‘T;’L = fn(xn—ly -Tn)a

where f = (f1, f2, -, fn) is defined on 2, a nonempty open subset of R™. The f; and their partial
derivatives with respect to the x; are assumed to be continuous, and further assume that there exist

d;i € {—1,1},1 <i < n—1, such that (5Z-82ﬁ1 > 0,(51-%;7_1 > 0,1 < i < n—1. For the system (1),
John Smillie shows that every bound orbit of system (1) converges to an equilibrium. The system
is a vital class of mathematical models in biology, and it can be used to model the ecosystems of n

species x1, T2, - - , &y With a certain hierarchical structures.

In recent years, the dynamical behavior of the tridiagonal cooperative or competitive systems
has received much attention, such as [2],[3],[4] and the references therein, and the results show that
the long-term behaviour of the systems is relatively simple. For example, Smith [2] studied the non-
linear periodic tridiagonal system and showed that every bounded solution converges to the periodic
solution. By using the appropriate coordinate transformation, the autonomous tridiagonal competi-
tive system can be transformed into the autonomous tridiagonal cooperative system. Thus, without
loss of generality, we only consider the cooperative case, i.e., 9; = 1,1 < i < n — 1. Generally, the
discrete dynamical systems can have more complicated dynamics than the continuous systems. For



instance, the discrete-time demographic model may exhibit chaotic dynamics [5]. Therefore, it is
necessary to investigate the dynamical behaviour of the following discrete tridiagonal cooperative

system:

9 = e, )

)

2 = £ Y ) 2 << -1 )
o) = (@) ),

It is worth noting that the property of the following linear system:
Ty = a171 + b172,

33; =Cj—1%j—-1 + a;x; + bj+1$j+1, 2<j5<n—1, 3)

!/ _
Ty = Cp—1Tn—1 + apTy

plays an important role in investigating the asymptotical behavior of system (1) and its corre-
sponding continuous systems. In the system (3), a; > 0,% = 1,2--- ,n,b; > 0,¢; > 0,5 =
1,2,--- ,n — 1. For the linear system (3), in [1] Smillie introduced an integer-valued Lyapunov
function (see Section 2), and proved that along a nontrivial solution of the linear system the integer-
valued Lyapunov function has the following properties [2]:

1. The Lyapunov function is defined for all £ but an at most finite set of points;
2. The Lyapunov function is locally constant near points where it is defined;

3. The Lyapunov function strictly decreases as ¢ increases through points where it is not defined.

By using the above properties of the integer-valued Lyapunov function for the nontrivial solution of
the linear system, Smille [1], Smith[2], Wang [3] and Fang et al.[4] obtained the global asymptotical
behavior of the corresponding tridiagonal competitive or cooperative systems. All the results show
that the dynamics of the systems is relatively simple.

Due to the fact that the integer-valued Lyapunov function plays a vital role in the investigation
of the global dynamics of system (1) and its corresponding systems, the integer-valued Lyapunov
function may also play an important role in studying the global dynamics of the discrete tridiagonal
cooperative system (2). Therefore, in this paper we attempt to explore the properties of the integer-
valued Lyapunov function for the following linearized system of system (2):

:zzgk) = alxgk_l) + b1:cgk_l),
P = ¢al ) 4 agal Y el 2 < <n -, )
ac,(lk) = Cp— 1x( )—{—an (k= 1).

The main purpose of the paper is to study the property of the integer-valued Lyapunov function for
system (4).

The paper is organized as follows: In section 2, we give the definition of the integer-valued
Lyapunov function, and then present an example. The example shows that the property of the
integer-valued Lyapunov function which holds true for the continuous case does not hold true for



the discrete case. Thus we subsequently investigate a special class of the discrete tridiagonal coop-
erative linear systems, i.e., totally nonnegative matrix systems. Furthermore, in this section we also
give the definitions of totally nonnegative matrix, oscillatory matrix and so on, and introduce the
corresponding properties of these matrices. Then we state the main result of the paper in Section 2.
The proof of the main result is given in Section 3. In Section 4, we conclude with a brief discussion
on our theoretical and simulation results.

2 Main result

In order to investigate the property of the integer-valued Lyapunov function for the nontrivial
solution of the system (4), it is necessary to give the definition of the integer-valued Lyapunov
function. Let

U1
V9 .
A={v= ) € R":v1 #0,v, # 0 and if
Un
v; = 0 for some 1,2 < i <n —1, then v;_1v;41 < 0}
Let v = (v1,v9,- - ,vn)T be a vector in R™, all of whose coordinates v;, i = 1,2,--- ,n, are

nonzero. Define

o(v) = #{i : viviz1 <0},
where # denotes the cardinality of the set. It is easy to see that A is open and dense in R”. The
map o, called the integer-valued Lyapunov function, can be continuously extended to A, i.e., A is

the maximal domain on which ¢ is continuous. For zg ¢ A, U(zo, d) denotes the sufficiently small
neighborhood with the center x. Define

oum(@0) = xea?i?fé)ma(x)'

It is obvious that ops(x) = o(x) if 2 € A.

For ease of notation, let

ag by 0 -+ 0O 0
c1 as by - 0 0
0 ¢ ag 0 0
A= ; )
0 0 0 - ap—1 by
0O 0 0 -+ cp1 ap
where a; > 0,0 =1,2,--- ,n,b; > 0,¢; >0, =1,2--- ,n — 1. Itis easy to see that the solution

to the system (4) can be expressed as

a0 = Ak—1,(1)



where z(F) = (argk),xgk), e ,a:glk))T, k =1,2,---. According to the corresponding result of the

continuous system, we conjecture that the integer-valued Lyapunov function is also not increasing
along the solution of system (4). We can easily see that the above conjecture is equivalent to the
conjecture that o/ (Az) < o(x) for all z € A. Therefore, the purpose of the paper is to prove the
following conjecture:

e Conjecture: o)/(Ax) < o(z) forall z € A.

It is worth noting that the above conjecture does not hold true for all nonnegative tridiagonal
matrices. For example, let

25000 8
13 800 10
A=]1 06 6 6 0 [; =] -9
00 2 3 3 6
000 8 8 -5
Direct computation yields that
66
-2
Ax =] 66
-7
8

It then follows that o(x) = 3,03 (Ax) = 0(Azx) = 4. Thus o(x) < opr(Ax) which implies that
the above conjecture does not hold true for all nonnegative tridiagonal matrices.

In the following we only consider the property of the integer-valued Lyapunov function for a
class of nonnegative tridiagonal matrices, i.e., totally nonnegative tridiagonal matrices. Let A be an
n X n matrix. Then we have:

Definition 1. The determinant of a k£ x k matrix obtained from A by deleting n — k rows and
n — k columns is called a £ X k minor of A (or minor determinant of order & of A).

Definition 2:[7] If all minors of any order for A are nonnegative (positive), the matrix A is
called totally nonnegative (totally positive ).

Definition 3:[) If A is totally nonnegative and if there exists an integer ¢ > 0 such that A7 is
totally positive, A is called oscillatory.

For the nonnegative tridiagonal A defined in (5), we have the following result:

Lemma 1:[7] Let A be the nonnegative tridiagonal matrix defined in (5). Then A is oscillatory
if and only if:

1. all the numbers b;, c;, ¢ = 1,2,--- ,n — 1 are positive;



2. the successive principal minors are positive, i.e.,

al bl 0 tee 0 0
Cc1 a2 bg tee 0 0
al b1 0
a1 b 0 ¢ az --- 0 0
a1 > 0, >0,| ¢1 ay by | >0,---, > 0.
c1 as . . . . . .
0 Coy as
0 0 0 Ap—1 bn—l
0O 0 O Cn—1 Qp

Now we are able to state the main result of the paper:

Theorem Let A be the nonnegative tridiagonal matrix defined in (5). If A is oscillatory, then
om(Az) < o(x) forall x € A.

3 Proof of the main result

In this section, we always assume that the matrix A represents the nonnegative tridiagonal
matrix defined in (5) and A is oscillatory. In order to prove the main result of the paper, let us prove
the following lemma.

Lemma 2. If 0(Ay) < o(y) for all y which satisfies that y € A and Ay € A, then we have
om(Az) < o(x) forall x € A.

Proof. Since A is a nonsingular matrix and A is open in R", it follows that for all g € A there
exists §; > 0 such that V = A~'U(Azg, ;) C A and V is also open. In addition, since

on(Axg) = max o(y),
M( 0) yEU(Ax07(51)ﬂA (y)

it then follows that for all y € U(Axg, 1) NA we have o) (Axg) > o(y). Forally € U(Axo, §1)N
A it is easy to see that there exists € V such that Az = y. Thus it follows from the definition
of o) that there exists y' € U(Axg,d1) N A and 2/ € V such that oy (Azg) = o(y'), Az’ = /.
This implies that o/ (Azg) = o(Az"). By using the given condition that o(Ax’) < o ('), we have
oy (Azg) < o(z’) = o(x). This completes the proof of Lemma 2.

In order to prove the main result, it then follows from Lemma 2 that we only need to prove
that o(Az) < o(x) for all x which satisfies that € A and Az € A. In the following, we always
assume that z € A and Ax € A.

3.1 The proof for the case n = 3.

When n = 3, we have

aq bl 0
A=| a a by |,
0 Cy as



where b; > 0,¢; > 0,7 =1,2 and

al b1 0

aq b1

ap >0, >0,| ¢4 ay by | >0.

C1 a2

0 Cy as
Let z = (21, 22, 23)”. Then we have
a1xy + bz
Ax = 11 + asxrs + boxg

CoZ9 + a3x3

In the following, let us consider the following three cases: (1)o(z) = 0; 2)o(z) = 2;
B)o(z) = 1.
()Case o(x) = 0. If o(x) = 0, then the three elements in Az have the same signs, i.e,

0(Az) = 0. Thus the main result is proved.

(2)Case o(z) = 2. Since o(x) = 2, the number of changes of sign for the vector Az is at most
2,i.e., 0(Ax) < 2. Thus the main result is proved.

(3)Case o(z) = 1. Without loss of generality, we only discuss the case that z; > 0,z >
0,3 < 0, and the other cases can be discussed similarly.

Let x = (x1,22,23)", where 21 > 0,29 > 0,23 < 0. Denote y = Az, y = (y1,y2,y3)" . Itis
easy to see that y; = ajx1 + bixe > 0 and

c1x1 + aswa + baws = Yo,

(6)

C2%2 + a3T3 = Y3.

In the following we only prove that y2 < 0,y3 > 0 do not hold true. Suppose that y» < 0,ys > 0.
Using the Cramer’s Rule to solve Equ. (6) yields that

‘ Y2 —c1x1 b az Y2 —C1T1

. Y3 as . C2 Y3
2 = M 3 =
a9 bz ’ a9 b2
co as C2 as
Since the matrix A is oscillatory, it then follows that
az b
2 2.
2 as

Because as > 0,a3 > 0,b3 > 0,¢1 > 0,5 > 0and z; > 0,y2 < 0,y3 > 0, we have o < 0, x3 >
0. This contradicts the fact that xo > 0, x3 < 0. This contradiction implies that the main result is
true for the case n = 3.



3.2 The proof for the case n = 4.

When n = 4,we have
al b1 0 0

C1 a2 bg 0
0 c9 ag b3

0 0 C3 Qa4
where b; > 0,¢; > 0,7 =1,2,3 and

al bl 0
al b1 0
al b1 Cc1 a2z b2
a] > 0, > 0, c1 as by | > 0,
c1 Qa2 0 Cy as
0 Cy as
0 0 C3
Let x = (21, %2, 3, 24)7. Then we have
a1r1 + bixe

11 + agxs + boxs
Ax =
CoT9 + a3xrs + boxy

C3T3 + G474

In the following, let us consider four cases to prove the main result: (1)o(z) = 0; 2)o(x) = 3;

(3)o(z) = 1 and (4)o(x) = 2.

(1)Case o(z) = 0. Direct computation yields that all the elements in the vector Az have the

b3

Qa4

> 0.

same signs, and it follows that 0 (Ax) = 0. Thus in this case the main result is proved.

(2)Case o(x) = 3. In this case, it is easy to see that the elements in Az change the signs at most

3 times, i.e., o(Ax) < 3. Thus in this case the result is proved.

(3)Case o(z) = 1. Without loss of generality, we only discuss the case that z; > 0,z >

0,z3 < 0,24 < 0, and the other cases can be discussed similarly.

Let © = (x1,22,73,24)7, where 1 > 0,29 > 0,23 < 0,74 < 0. Denote y = Azx,y =
(y1, Y2, Y3, y4)T. Direct computation yields that 1 = ayjx1 + b1z > 0,y4 = c3x3 + agx4 < 0 and

c171 + a2 + bazg = Yo,

c2x2 + azrz + b3y = ys3.

In the following, we only need to prove that y2 < 0,3 > 0 do not hold true. Suppose not. Then,

by using the Cramer’s Rule to solve Equ. (7), we have

az Y2 —C1x

y2 —c1x1 bo
co Y3 — b3y

y3 — b3z a3

T2 = ;L3 =
az by

C2 a3

az by
c2 as




Since the matrix A is oscillatory, it then follows that

az by
co as

> 0.

Because ag > 0,a3 > 0,¢1 > 0,c0 > 0andz; > 0,y2 < 0,24 < 0,93 > 0 we have zo < 0,23 >
0. This contradicts the fact that x2 > 0,23 < 0. This contradiction implies that the main result is
true in this case.

(4)Case o(z) = 2. Without loss of generality, we only discuss the case that z; > 0,29 >
0,z3 < 0,24 > 0, and the other cases can be discussed similarly.

Let © = (1,22, 73,24)", where 1 > 0,29 > 0,23 < 0,74 > 0. Denote y = Azx,y =
(y1,v2,y3,y4)" . Direct computation yields that yy; = ajz1 + byzs > 0 and

c121 + agwa + baxz = Yo,
cox2 + azwz + bary = Y3, (8)
C3T3 + A4T4 = Y4

In the following, we only need to prove that y» < 0,y3 > 0,34 < 0 do not hold true. Suppose not.
By using the Cramer’s Rule to solve Equ.(8), it follows that

2y = (y2 — c171)A11 — y3Aor +yalszp

A
_ —(y2 —c1m1) A1 + y3Aoo — ysAsy
xr3 = ’
A
_ (y2 —c1w1) A1z — y3Doz + Y33
Ty = .
A
where
ag b2 0
A= Coy das b4 ,
0 C3 a4

and A;; is the (4, ) minor of the determinant A.

Since A is oscillatory, it then follows that A > 0, A;; > 0,4, j = 1,2, 3. Because ¢c; > 0,21 >
0,y2 < 0,y3 > 0,y4 < 0, we have o < 0,23 > 0,24 < 0. This contradicts the fact that
x9 > 0,23 < 0,24 > 0. This contradiction implies that the main result is true in this case.

In conclusion, the main result is proved for the case that n = 4.

3.3 The proof for the general case

In the previous two subsections, we provide the proof of the main theorem for the case that
n = 3 and n = 4. In this subsection, we provide the proof of the main theorem for the general case.

Letx = (21,72, - ,2,)" and y = Az, where y = (y1, %2, - ,yn)’, 1 < i < m < n. Now
let us state the following lemma which plays an important role in proving the main result.

Lemma 3.If x;x;41 > 0,2—17y;m > 0and zjz49 < Oforall j,i +1 < j < m — 2, then
zryr < 0 does not hold true forall k,¢ +1 < k <m — 1.



Proof: Consider the equations from (i + 1)-th to (m — 1)-th in the equation y = Ax:
CiTi + Ai1Ti41 + bit1Tive = Yit1

s Cit1Tig1 + Qi 2Tito + bipolivs = Yiyo

s Cip2Tit2 + i 3Tig3 + big3Tita = Yit3

Am—3Tm—3 + Gm—2Tm—2 + by—2Tm—_1 = Ym—2

 Cm—2Tm—2 + Qm—1Tm—1 + by 12, = Ym—1-

By using the Cramer’s Rule to solve the above equations for z; 1, ;42 -+ , Tm—1, We have

zjgo= x| 2 yr(=DF TN — (1) TA G —
k=i+1
)
bm—lxm(_1)m7i71+jiiAm—i—l,j ,j =i+ 1,i+ 2’ ceeom — 1,
where
ait+1 biy1 0 0 0
Cit1  Qit2  bito 0 0
0 ciyo aiys 0 0
A =
0 0 0 Am—2 bm—2
0 0 O Cm—2 Am—1
and A; ;,1,j7 =1,2,--- ,m — i — 1is the (¢, j) minor of the determinant A.

Without loss of generality, we only consider the following case A, and the other cases can be
proved similarly.

Case A: z; < 0,.%‘@4.1 < 0,249 >0,--- ;xpm—3>0,23-9 <0,2,-1 > 0,2, > 0.
In Case A, it is easy to see that m — 7 + 1 is an even integer. In the following, we claim:

Assertion A: y;11 > 0,942 <0, - ,Ym—3 < 0,Ym—2 > 0,ym—1 < 0 do not hold true for

the case A.

Suppose that y;41 > 0,942 < 0, -+ ,Ym—3 < 0,ym—2 > 0,ym—1 < 0. Since the matrix

A is oscillatory, it then follows that A > 0,A;; > 0,4, = 1,2,---,m — i — 1. Because
c; > 0,by—1 > 0,2; < 0,2, > 0, direct computations yield that
1 m—1 p p
Tivl = x Z Ye(D)PTIAL i — (1% A1 1 — b1 @ (D)™ 2A 1| > 0.
k=i+1



By using the same arguments, it follows that ;12 < 0, -+ ;23 < 0,22 > 0, 2,1 < 0. This
contradicts the conditions in the case A. This contradiction implies that the Assertion A is proved
under the conditions in Case A.

Now we are able to give the proof of the main theorem for the general case.

Proof of Theorem. Let x = (x1,29, - ,2z,)" € A. If the vector = has zero elements, then
according to the definition of A we can make sufficiently small perturbation for the zeros such that
all the elements are non-zeros and the integer-valued Lyapunov function is not changed. Thus in the
following we always assume that all elements in x are not zeros. For convenience, let us introduce
the following notations.

1) The block in the vector x is called positive block of x, if the block in the vector x satisfies
one of the following conditions:

@ zri1 <0,z >0,j =4,i+1,--- ,mxpu1 < 0wheni > 1,m < n, and denote
i+1,m—1 T
x = (Tit1, Tivo, , Tm—1)" 3
(b) z; >0, =1,2,--- ,m,xyy1 < Owheni =1,m < n, anddenoteazimf1 = (21,72, ,Tm_1)";
(¢) wi—1 <0,x; >0,j =1¢,i+1,--- ,nwheni > 1, m = n,and denote xfl’" = (Tig1, Tivo, - o) "5
(d) x; >0,j=1,2,--- ,n wheni = 1,m = n, and denote 21" = (11, Tit2, -+ ,xn)" s
2) The block in the vector z is called negative block of x, if the block in the vector x satisfies
one of the following conditions:
(@ 21 >0,2; <0,j=1d,i+1, -,k Zmy1 > 0wheni > 1,m < n, and denote 2"+~ ! =
(xi+17 Tig2,° 7xm—1)T;
() ; <0,j=1,2,--- ,m,Tpmq1 > O0wheni =1,m <n, and denote 7™ = (z1, 29, s Tm_1)Ts
(¢) xi—1 > 0,27 <0,j =1i,i+1,--- ,nwheni > 1,m = n, and denote pn = (i1, Tigo, - o) s
(d) zj <0,j=1,i+1,--- ,nwheni=1,m =n, and denote 2" = (Tig1, Tivo, ) s

3)The block in the vector z is called sign-changing block of z, if the block in the vector x
satisfies one of the following conditions:

@ wi—17; > 0,750541 <0, =101+ 1, ,m, TypTp11 > 0 wheni > 1,m < n, and denote
xli’m = (;L'Z'al‘iJrQ? e 7xm)T;

(b) zjrjp1 < 0,5 = 1,2,--- ,m,xnTmy1 > 0 wheni = 1,m < n, and denote xim =
(1:171"27'” 7$m)T;

(©) xj—1m; > O,xja?j+:F1 <0,5=141+1,---,n—1whens > 1, m = n, and denote xzin =
(xi7xi+27”' axn) H

d) zjrj41 <0,7=1,2,--- ,n—1wheni =1,m =n, anddenotexin = (21,m2, - ,25)7;

10



According to the above notations, the vector x can be expressed as the following block vectors:

21
22l
$ = DY )
oLl
where 2.1 =1,2,--- | kis positive, negative and sign-changing block of x. Denote y = Az. By

using the same manner to divide the vector y into blocks, and the vector y is expressed as

e
e

We can asset that if 2!l is positive or negative block then y[ is also positive or negative block,
respectively. In the following, we only consider the case that 2 is positive block, and the case
that 2!/ is negative block can also be discussed in a similar way. Without loss of generality, let
:clfl’m_l = (Ti+1,Tit2, ** yTm—1)". Then we have z; > 0,j =4,i+1,--- ,m. Consider
the equations from the (i + 1)-th to the (m — 1)-th in the expression y = Ax:

L —

Ci%Ti + Qip1%it1 + bit1Tivo = Yig1,
Cit1Tit1 + Qir2Tiqt2 + bipoxit3 = yit2,
Ci+2Ti+2 + Qi+3%i43 + biy3Tita = Yit3,

Am—3Tm—3 + Am—2Tm—2 + b2y 1 = Ym—2,

Cm—2Tm—2 + Qm—1Tm—1 + 1Ty = Ym—1-

Because z; > 0,5 =4, +1,--- ,m,a; > 0,j =i+ 1,i+2,---,m—1,¢; >0,j =1,i+
1,---,m—2;b; >0, =i+ 1,i+2,---,m — 1, it then follows that y; > 0,j =i + 1,7 +
2,---,m-—1,1.e., y[l] is positive block.

Next, we only consider the case that the number of the blocks is 3, i.e., &k = 3, and 2l =
oM 22 = acil“’k?_l,m[?’] = #%" where 2, < 0,2, > 0. The other cases can be discussed
in a similar way. Since z[!l = 21" 22 — xﬁlﬂ’krl,az[i”] = 2" and 2y < 0,2, > 0, it
then follows that k1 is an even number, n — k2 — 1 is an odd number and zy, > 0,241 >
0,zk,—1 > 0,25, > 0. By using the definition of o we obtain that o(z) = k1 — 1+ n — kg and
o(yl) < k1 — L,o(y®) < n — ky. Thus it then follows from the above assertion that we have
a(y??) = 0.

Because the dimension of the bolck y!!! is k1, Lemma 3 implies that a(y[”) = k; — 1lifand
only if sgn(y;) = sgn(x;),j = 1,2,-- , k1. f o(y!l) = k1 — 2, then we have y1 > 0, sgn(y;) =
sgn(z;),j = 2,3, ki oryg, < 0,s9n(y;) = sgn(x;),j = 1,2,--- ky — 1. If ylU has the
other forms, we have o (yl!)) < k; — 3. Similarly, o(yl) = n — ko if and only if sgn(y;) =
sgn(z;),j = ko, ko +1,--- ,n. I o(y®l) = n — ky — 1, then we have yz, < 0,sgn(y;) =
sgn(xj),j = ko + 1L,ko +2,--- ,nory, < 0,sgn(y;) = sgn(z;),j = k2, ko +1,--- ,n — 1.

11



If y? has the other forms, we have o(y[®)) < n — ky — 2. In the following, let us consider the
following five cases:

Case 1) o(yP¥)) < n — ky — 2 0r o(y!") < k; — 3. Let us assume that o(yl¥) < n — ky — 2.
If o(y!") < ki — 3, then we can discuss in a similar way. Direct computation yields that o'(y) =
o(Az) < oy +o(yP)+oWP)+2 < ki —1+n—ky—242 = (). Thus the main theorem
is proved in this case.

Case 2) o(y!) = k1 — 1 and o (yP) = n — ky. It then follows from the above discussion that
sgn(z;) = sgn(y;),j = 1,2,--- ,n. Thus we have o(y) = o(x), i.e., 0(Az) = o(z). The main
theorem is also proved in this case.

Case 3) o(y!Y) = ky — 2 and o(y®)) = n — ky — 1. It then follows that o(y) = o(Az) <
oy + oy +o@B)+2 < ki —24n—ky — 1+ 2 = o(x). The main theorem is proved in
this case.

Case 4) o(y!") = k1 — 2,0(yP) = n — ko. It also follows from the above discussion that
sgn(z;) = sgn(y;),j = k1 +1,k +2,--- ,n. Thus we have o(y) = o(Az) < o(yM) +o(y1?) +
o(yB) +1 < ky —2+n— ko + 1 = o(x). The main theorem is then proved in this case.

Case 5) o(yl)) = ky — 1,0y = n —ky — 1, o(y1¥) = n — ky — 1. Tt follows from the
above discussion that sgn(z;) = sgn(y;),j = 1,2,--- , k2 — 1. Thus we have o(y) = o(Az) <
oy + o)+ o) +1 < ky —1+n—ky — 1+ 1 = o(z). The main theorem is then
proved in this case.

In conclusion, the main theorem is completely proved.

4 Discussion

In this paper, we studied the property of an integer-valued Lyapunov function for a class of
totally nonnegative matrices, and obtained that the integer-valued Lyapunov function for some vec-
tors does not increase when the matrices act on the vectors. The properties may provide some
preliminaries for studying the dynamics of some nonlinear discrete system, such as the system (2).
Furthermore, we wrote MATLAB code to verify the validity of the result, and the code is attached
in the Appendix. The simulation result showed that the main result obtained in this paper is true.

In the further studies on the question, by using the MATLAB code to run a lot of computations,
the simulation result showed that:

Conjecture:If any minors of i-diagonal matrix is positive, then o(x) > oy (Az) forall x € A.

We guess that the above conjecture is true, and we leave this for further investigation.
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